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Abstract. The main objective of this research is to define how the
performance of the models used by commercial banks in granting loans and for
calculating the ECL according to IFRS9 is developed and validated. The
development and validation of a high-performance model are two of the
fundamental processes that can avoid the risk of non-payment in case of granting
loans by a banking institution. Once a model has been developed, it is validated to
assess the predictive power of risk estimators and rating models. Thus, in this
research, several techniques for validating the performance of credit risk models
will be presented and, with the help of the Python programming language, we will
test these techniques on a data set consisting of observations regarding the clients
of a credit portfolio. The case study illustrates how a credit risk model has been
developed for default probability and how its performance has been validated in
terms of power of discrimination, stability and accuracy.

Keywords: Credit Risk Models, Predictive Models, Python, Data Analysis.

JEL Classification: G11, G17, G41, E47
1. Introduction

Banks play a key role in any type of economy, whether it is a developed or
a developing economy, and their proper functioning contributes to accelerating
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economic growth. Two of the most important roles of a bank are to take deposits
and lend. Banks are also the main providers of payment services in any economy.

Lending is not the only service offered by banks. At the same time, they
use the funds available for investment and allocate money to the most profitable
projects in the economy. Thus, the allocated money is used by companies and
households also for investment purposes and ends up being deposited in the bank's
accounts in the form of deposits when they will profit from those investments. One
of the most important sources of income for banks is the difference between the
interest rate on deposits and the interest rate on loans. So, one of the crucial
indicators for the banking sector is the ratio between loans and deposits (Chirita &
Nica, 2019). Another approach related to an analysis of investment decisions from
IC&T industry in the context of behavioral economy was presented in (Chirita et
al, 2021). The development of an index score for the internal auditor profile in
Romania based on real data analysis was described in (Mocanu & Ciurea, 2019).

So, among the many roles of the bank we can list: it acts as an intermediary
between those people who need funds and those who have excess money;
facilitates commercial transactions; helps to develop the national economy by
providing credit to businesses in all industries; by granting consumer loans with
advantageous interest rates, it helps to raise the standard of living.

In general, banking is considered a risky business with many sources of
risk, so the risk management process begins by identifying and investigating those
activities that generate risks or losses and continues by assessing, analyzing and
measuring them. The next step is to establish measures that can be taken to prevent
or address these possible situations. Once a series of measures have been
implemented, the final step is to monitor and review those risk management
practices, as appropriate. In the context of the COVID-19 pandemic, many banking
institutions have encountered difficulties in adapting credit risk models because
various laws and regulations have been issued that have had an impact on the
scoring system, and therefore on credit risk models (Chirita & Nica, 2020).

Credit risk together with the development, validation and management of
risk models are the most critical elements in any economic entity.

2. Conceptual Dimensions of Risk in the Banking field

Since the onset of the credit crunch in the United States and in Europe in
2006, risk managers have learned valuable lessons about quantifying, assessing,
and the importance of properly measuring bank risk. The field of risk management
has undergone enormous change over the last 50 years, and the pace of change is
accelerating, largely due to the recent crises and speculative bubbles that have
taken place so far. The events of the last decade have also changed the way we
think, good practices and definitions of risk management. Below we will mention
some of the most significant definitions of risk management (Bessis, 2002).

Risk management is a discipline that clearly indicates the management of
risks and the returns of each major strategic decision at both institutional and
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transactional level. Discipline risk management shows how to change strategy to
align compensation with long-term and short-term risk profitability in an
enterprise. This discipline includes several subdomains that are inseparable and can
overlap. We mention some of the most important: credit risk, market risk, asset and
liability management, liquidity risk, methodology for calculating and allocating
capital, operational risk and performance measurement.

As a rule, the financial assets managed by a Romanian commercial bank
are subject to several general accounting standards and regulations such as IFRS9,
IFRS7, 1AS18, EBA GL 2017/06, European Regulation 575/2013 or NBR
Regulation 5/2013.

From the perspective of a preliminary analysis of the risks to which
commercial banks are subject, they may be: financial risks (credit risk, liquidity
risk, interest rate risk, excessive leverage risk, currency risk), operational risks
(model risk , strategic risk and ICT, conduct risk, legal risk), hiuman risks (psycho-
social risks, risks of attracting and retaining employees), strategic risks (risks
generated by legislative changes, risks generated by technological progress),
accidental risks (risk generated fires, seismic risk) and risks generated by financial
contagion.

Risk management is done by the following actors:

» Institutions of supervision and regulation of the bank: These cannot prevent
bank failures. Their main role is to act as intermediaries in the risk
management process and to improve and monitor the statutory framework
for risk management. By creating the right environment, banking regulators
and supervisors play a crucial role in influencing other key players.

» Shareholders: They are able to appoint the persons responsible for the
corporate governance process and a careful examination must be carried out
by the regulators in order to ensure and verify that they do not intend to use
the bank only to finance their own businesses or their associates.

» Executive management: It must be chosen appropriately and appropriately
for these responsibilities. Executive managers are those who have the
competence to define ethical behavior and the management of the bank. He
must have knowledge of both the management and the financial risks that a
bank manages.

» The audit committee and the internal auditors: These should be seen as an
extension of the risk management policy function of the board of directors.
Internal auditors are responsible for independently assessing the bank's
compliance with internal control systems, accounting practices, internal rules
and procedures, and information systems. The audit committee has an
important role to play in identifying and addressing risk areas, but it is not
their responsibility to manage them, but they need to be integrated into all
levels of management.
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» External auditors: Play an important role in evaluating the risk-based
financial reporting process. Appropriate liaison mechanisms are needed
between banking supervisors and external auditors.

» Consumers as market participants: They must take responsibility for their
own investment decisions. They need to be well informed and can be
assisted by financial media, financial analysts, brokers and rating agencies.
The banking system is one of the most important systems, in our opinion,

because its effects can spread beyond it, to influence the behavior of markets such
as foreign exchange or high impact in an economy, both micro economically and at
macroeconomic level. Therefore, we consider an analysis to be relevant both
internally and externally in order to be able to make certain strategic decisions.
Even if in this article we will focus on the credit risk analysis and the validation of
the related models, it is important to know the whole range of existing risks that
can be formed at the level of the banking system. The bank's core business,
lending, is focused on borrowers and borrowers, mainly dealing with two
components: money management and risk quantification (Bouteille & Coogan-
Pushner, 2013).

In order to be able to manage the credit risk and the credit risk model
within the banking institutions, it is necessary to know several fundamental
notions. For example, inability to pay is a risk that a borrower can no longer repay
the amount owed to the bank. The default concept practically indicates a borrower
or a credit account holder who no longer pays his obligation to the bank according
to the credit agreement. Another type of credit risk is the probability of default that
is estimated as a measure of the probability of a debtor to repay his loan or the
inability to fulfill his contractual obligations (Bandyopadhyay, 2006).

3. Credit Risk Models

To ensure that losses are lower when it comes to lending, banks need to
take a number of steps. The best way to reduce losses is to carefully monitor and
measure risk, build and implement credit risk models with which banks can make a
forecast of expected losses as close to reality as possible. These losses are the
amount that the lender could lose by lending and can be calculated as the product
of three components:

ECL = PD * LGD = EAD

The information we have available for model development may vary
depending on the type of debtor. For individuals, we may have demographic and
socio-demographic information, such as age, gender, occupation, level of
education, income level, zip code, etc. Other information is related to the
characteristics of the product that a customer is requesting, the purpose of the loan
and the interest rate. In addition, we may have data provided by external agencies,
such as credit ratings.
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In the case of mortgages, the ratio between the mortgage loan and the value of the
mortgaged property is very important.

Mortgage credit
LTV = 999

Property Price

LTV or Loan to Value is an indicator used by banks that reflects the value
of the loan in the total market value of the guarantee. In analyzing a company's
credit demand, banks can consider the industry in which they operate, its size,
financial situation, and can calculate ratios such as return on assets (ROA), return
on equity (ROE), etc.

A variety of risk modeling information may be available at the time of loan
application and may be used by the bank to build models based on credit
applications, by estimating credit risk, so that it can decide whether or not to grant
the loan and what interest to pay. apply. The riskier a loan is, the higher the interest
rate.

Many of the customer's information will be known to the bank only after
the loan is granted and after the debtor's behavior has been sufficiently observed
and analyzed. This additional data can be used to develop behavioral models.
Behavioral models are used by banks to calculate PD and ECL and to decide
whether to grant another loan to an existing customer.

3.1. Probability of Default (PD)

Probability of Default is a key risk parameter used in the context of credit
risk management. It is a measure that assigns a numerical value between 0 and 1 to
the probability of a properly defined credit event (such as default, bankruptcy)
within a specified time horizon. In the internal valuation approach, the probability
of default (abbreviated PD) of a counterparty is estimated over a period of one
year.

The probability of default is usually modeled by a logistic regression,
being very easy to interpret. In terms of probabilities, the logistic regression model
estimates the probability of an event occurring. First, for PD modeling, it must be
determined which is the dependent variable or, in other words, what is to be
estimated. According to Reza¢ M. and Reza¢ F. (2011), “In the case of credit
scores, it is necessary to accurately define good customers and bad customers. This
definition is usually based on the number of days that have elapsed since the due
date. " Usually, a borrower can be considered a bad customer if he has exceeded
the due date by more than 90 days.

3.2. Loss Given Default (LGD)

The percentage of exposure that will be lost and cannot be recovered is
counted by the Loss Given Default indicator (Frye, 2004).
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As there is a direct link between the LGD and the so-called recovery rate
(RR), in practice the loss is modeled in the event of non-repayment by RR, which
can be calculated as that proportion of the amount financed which was recovered
by the time of entry into non-refund status:

RR—AR RR € [0,1
AL’ [0.1]

RR means Recovery Rate; AR means Amount Recovered and AL represent
Amount Loaned. Thus, with the help of the recovery rate, LGD can be calculated
with the following formula:

LGD =1-RR,LGD € [0,1]

An LGD value of 100% and a recovery rate of 0% are interpreted by the
fact that the bank fails to recover the loan.

As in the case of PD, long-term historical data on debtors' debt is essential.
When collecting this data, it must be considered that the state of the economy may
change the value of collateral and other factors, as well as the ability of borrowers
to repay their loans.

Many other variables that could affect this component must be considered
when creating a database for estimating LGD, such as: information about loans and
collateral, collateral deposits, and other characteristics of the borrower, such as
creditworthiness, geographic area and the industry in which it operates.

As real estate collateral continues to be a major form of collateral, it is very
important to monitor real estate market trends to see what steps need to be taken if
the real estate market is declining, to find out how long it takes to sell the property
in real estate. case of non-payment etc. (Spuchlakowa & Cug, 2015).

Financial-banking institutions often suffer additional losses due to
collateral that can no longer cover loans. If the value of real estate collateral may
decrease during periods of default and strongly reflect the creditworthiness of
borrowers, these additional losses should be included in the LGD estimate.

3.3. Exposure at Default (EAD) and Credit Conversion Factor (CCF)

Non-repayment exposure or exposure at default (EAD) is the total amount
that a creditor is exposed to when a debtor goes into default. That is, it is the
maximum amount that a bank can lose when a borrower can no longer pay its
debts. In many cases the bank grants a loan, but the lender does not use the full
amount or may have paid off a large portion of the loan at the time of default.

Therefore, the dependent variable for the EAD model will be that
proportion of the borrowed amount that has not been repaid. This ratio is called the
Credit Conversion Factor (CCF) and takes values between 0 (if all the loan has
been repaid) and 1 (if no part of the money has been repaid) and can be calculated
so:
AL — AR

F =
cc L
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Then, Exposure at Default can be easily calculated that way:
EAD = CCF * AL

3.4. Scorecards

For credit sales agents and employees who do not have extensive
experience in statistics, the models for estimating credit risk are simplified in the
form of scorecards. The score of the PD model in the form of scores is represented
in a scorecard.

Depending on the information used to develop the model, scorecards can
be of two types: Application Scorecards and Behavioral Scorecards.

Whether we are talking about a credit application from a new client or
from an existing one, each borrower is represented by his credit score. The lower
this score, the higher the risk.

This score was developed and provided by a company called Fair Isaac
Corporation and can take values between 300 and 850. A credit score of 300 shows
that the person being assessed has the highest possible level of credit risk and will
not may honor contractual obligations. Instead, a credit score of 850 shows that the
person being assessed has the lowest possible level of credit risk and the highest
willingness to repay the borrowed amount (Bouteille & Coogan-Pushner, 2013).

4. Case Study: Development and Validation of Credit Risk Models

In the following, the components of credit risk will be modeled and
scorecards will be built using Python programming language, together with
pandas, which is a quick, powerful, versatile, and easy-to-use open source data
analysis and processing tool (https://pandas.pydata.org). For this, a 7-year database
will be used, which contains a series of information about people who have applied
for a peer-to-peer loan. The source of the data is www.kaggle.com.

PD, LGD and EAD modeling involves steps: preprocessing data,
estimating models, testing and evaluating their performance.

The database contains a number of dependent and independent variables.
Independent variables or predictors are those that contain the information needed to
make a prediction of dependent variables.

For the PD model, the dependent variable will be the status of the loan. For
the LGD model, the dependent variable will be how much could be recovered from
the loan until the borrower went into default, and in the case of EAD, the total
exposure will be used from the time of default. compared to the total past exposure.

In order to be able to present the model in a much simpler form by means
of scorecards, its independent variables must be categorical. Therefore, the step of
data preprocessing for the PD model will be to transform all independent variables
into categorical variables or so-called dummy variables. For those variables that are
already discrete, preprocessing will consist of creating dummy variables for each of
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their original categories. If the discrete variables have too many categories or the
information, they hold is negligible, they will be combined into a new category,
with the ultimate goal of reducing the total number of variables. Continuous
variables, such as annual income or the number of months since the loan was
granted, will also be converted to dummy variables, following a different
procedure called Fine Classing. This procedure involves dividing each variable into
several equal size ranges. Once these intervals are created, it is analyzed how well
they differentiate between repaid and non-repaid loans.

If two common categories make the difference equally well, they will be
interclassed, otherwise they will be part of another variable, and the intervals do
not need to be equal. This procedure is called Coarse Classing.

In the figure below, you can see that a number of variables, such as loan
repayment term or seniority, are time constraints. In order for all continuous
variables to be of integer type, they will be transformed with the help of functions
specific to the Python programming environment.

Figure 1. Type of variables
Source: our own computation

The variable that describes the length of service of the debtor is stored as a
string, because there is a string after each digit, which will be deleted. Similarly,
for the variable describing the duration of the loan, the excess text is removed and
the remainder is converted into a numeric variable. In the case of variables, the date
of the first loan and the date of granting the loan, it can be seen that they are string
variables, but it is assumed that they should be data variables. What can be done is
to calculate the time that has elapsed since each of these events.

By examining the oldest loan granted, the difference between days and
months is converted and the pandas.to_datetime() function is used, which will
convert the variable from string to data, saving the result to a new variable. By
generating descriptive statistics, the following are obtained:
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Figure 2. Descriptive statistics
Source: our own computation

The mean, standard deviation, quartiles, and maximum value appear to be
correct, but the minimum value is negative. This is a consequence of the
transformation of string variables into data variables. The function used
misinterpreted the years before 2000, turning them into 2080-type observations
instead of 1980. In order not to eliminate all these negative observations from the
analysis, they are replaced by the maximum value of the months since the first
request. credit. Dummy variables must be used to preprocess discrete variables. If
that variable has k categories, k-1 dummy variables are constructed to structure the
information. In this case, the pandas.get dummies() function is used for the
categories that are in the variable degree of risk.

GRADE:A GRADE:B GRADE:C GRADE:D GRADE:E GRADE:F GRADE:G

Figure 3. Dummy variables for the degree of risk
Source: our own computation

Seven dummy variables are obtained that match the number of categories
of the initial variable. For example, the applicant with ID 3 falls into the B degree
of risk. Similarly, dummy variables are constructed for all categorical variables and
concatenated with the original database.

Next, we examine whether there are missing values by summing the
missing values on each column using the sum() and isnull() methods.

59



Cristian Ciurea, Nora Chirita, lonut Nica

Figure 4. Missing values
Source: our own computation

From the figure above, it can be seen that there are a number of missing
observations: occupation, seniority, date of first credit, etc. One way to deal with
missing values is to remove or replace them with another value. Because there are
missing comments in the annual income columns and the current credit limit, they
will be replaced by the average annual income, respectively the average of the
amounts financed by the creditor. The missing values for the other variables that
are required in the analysis will be replaced by the value 0.

Next, based on the constructed scorecard, the PD model will be formed.
The statistical method that will be used to model the probability of default is a
logistic regression in which the dependent variable is represented by the chances of
a customer being good-paying or bad-paying, and the independent variables are
represented by dummy variables.

In (Ndef

Def): Qo+ @o*Xo+ @1 *x X1+ + @y x Xy

The only relevant information that can help build the dependent variable can be
found in the column indicating the status of the loan.

Figure 5. Loan situations
Source: our own computation

The figure above shows the statuses that a loan can have, the number of

accounts that correspond to each status, and their proportion. A new dummy

variable is built and using the numpy.where() function and the isin() method, it will
take the value 0 if it falls into one of the variants ("Default", "Late (31-120 days)")
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, “Charged Off”, “Does not meet the credit policy. Status: Charged Off”) and the
value 1, otherwise.

Using logistic regression, the relationship between the dependent
variable and the independent variables will be analyzed and the regression
coefficients will be estimated.

To avoid the problem of overfitting or underfitting, a training set and a
test set are used, the scikit-learning library offering a pretty good method of sharing
the initial data set. In this case, the training set will contain 80% of the initial
database and the test set 20%.

To determine WoE and IV for discrete variables, a function is built that
will automate these calculations. The next step is to calculate the proportion of
observations in the total number of observations, then the number of good payers
and the number of bad payers and then the proportions of good and bad borrowers
in the total number of borrowers, resulting in WoE by dividing the two. Calculating
the difference between the two proportions and multiplying by WoE will result in
IV. By applying the above function to the variable indicating the degree of risk to
the debtor, the following results are obtained:

grade Obs Prop_good Prop obs Good obs Bad_obs Prop_good obs Prop bad obs WoE Dif prop_good Dif WoE
G 2650 0.722264 0.007105 1914000000  736.000000 0.005759 0018098 -1.144966 nan nan

1057% 0757822

28621 0806750

0 2562.000000
32 23090.000000 |55531.000000

a WV B W N = O
(3]

Source: our own computation

In the figure above, it can be seen that IV = 0.29, which means that the
variable "degrees" has a medium to high predictive power and should be included
in the model.

In order to be able to decide how to organize the original categories of
discrete variables into dummy variables and to be able to interpret WoE, a function
is built with which a series of graphs will be made (Costea, 2017).

These graphs will have the independent variable categories on the
abscissa and the WoE values on the ordinate.
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Figure 7. WoE - degree of risk
Source: our own computation

As can be seen from the chart, WoE increases almost monotonously as the
risk increases from the highest (G) to the best (A). The better the grade, the higher
the WoE. Therefore, because the dummy variables will be introduced in a
regression model, one of them is kept as a reference category against which the
impact of all other variables on the result will be evaluated. In this case, the
reference category will be the one with the highest degree of risk (G).

Because the drive set is used to build the model and the test set is used to
test it, the latter must have the same dummy variables as the drive set and go
through the same preprocessing steps. Therefore, the entire code is run by replacing
the drive set with the test set. In order to estimate the PD model, the fit () method
specific to the scikit-learn library must be applied, which will receive as arguments
the set consisting of all dummy variables, without reference categories, and the set
containing the dependent variable. In addition, two other functions will be used to
display the estimated values of the coefficients and the value of free time. It is also
necessary to decide which independent variables contribute to the estimation of the
good-paying or bad-paying status of each client. The method to be used is to check
the statistical significance of the regression coefficients using p-value.

Variable names  Coefficients P-value

Infercept  -1.631369 NaN

grade A 1128176 2.214938e-35

grade B 0889458 5827727e-48

grade.C 0693903  1.873420e-34

grade’D 0504679 6.882531e-21

grade E 0326885  1.109534e-11

grade F 0137789 6032343e-03
total_rev_hi_lim:40K-55K 0.045870  1.537612e-01

total_rev_hi_lim 55K-95K 0071237  4.806574e-02
total_rev_hi_lim>95K 0222861 8.394697e-05 |

Figure 8. Intercept, regression coefficients and p-value
Source: our own computation
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Each original independent variable is represented by several dummy
variables. So, if the coefficients of these variables are statistically significant, they
must all be kept. But if none of the coefficients are statistically significant, all
dummy variables must be removed.

In the figure above the p-value is less than 0.05 for all the coefficients of
the variables that describe the degree of risk of the client, therefore, all the degrees
in the analysis are kept. Instead, for the maximum amount a customer can spend,
all coefficients are insignificant, so all variables are removed. Once it has been
decided which variables are not useful in the analysis and which are eliminated, the
logistic regression will be applied again.

The exponent of the coefficient of a dummy variable shows how the
chances of an event occurring that occur between a zero-value observation (bad-
payer) and a 1-value (bad-payer) observation can change. Therefore, higher values
of the manikin variables in the PD model mean a higher chance of being a good
paying customer.

From the figure above, it can be seen that risk C borrowers are more likely to be
good payers than risk G borrowers with e9-889458 = 2 43

After the model creation step, the test step follows. The model is used to
estimate the probability of default for each observation in the test data. This will be
done using the predict test() method, which takes the model data and applies the
prediction method, with the test set entries being the only argument the method
receives. The output of this method will give each customer the probability of
being good or bad.

pd_targets_set_testare pd_y_proba_estim

21359 1 0.885559
263083 1 0.940657
165001 1 0.968725
288564 1 0.845651
362514 1 0924337

Figure 9. Probabilities of good-bad values
Source: our own computation

An analysis of the confusion matrix can be made to evaluate the model.
This shows how many good or bad-paying debtors were predicted as such and how
many of them are good customers, but the model predicted them as bad and vice
versa.

The crosstab() function is used to create the confusion matrix in Python.
According to McKinney (2013), "Cross-tables are a special case of pivot tables,
which calculate group frequencies." The function will receive as parameters the
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data of the test set and the predicted data and will build us a table that will show us
the number of observations of the variables that fall into each category.

Predicted 0 1
Real

0 6 10184

1 5 83062

Figure 10. Good-bad confusion matrix — cut-off 0.5
Source: our own computation

In the figure above, it can be seen that the use of a cut-off of 0.5 generates
a multitude of false-positive observations, many bad-paying debtors being wrongly
classified as good-paying. This is due to the fact that very few clients in the
portfolio are late in paying their debts, and the logistic regression classified almost
all applicants as good payers. Therefore, if this model with a threshold of 0.5 were
used to make the decision to accept or reject credit applications, loans would be
granted to a large number of bad credit applicants. Using a cut-off of 0.9, the
following results are obtained:

Predicted 0 1

Real

0 7377 2813
1 35809 47258

Figure 11. Good-bad confusion matrix — cut-off 0.9
Source: our own computation

At the threshold of 0.9 there are far fewer false-positive observations, but
also fewer true-negative observations. So, if a lender uses this model to grant a
loan, it will dramatically reduce the number of bad customers, but also the number
of approved applications. This shows that the value of 0.9 of the cut-off is far too
restrictive, the main interest of creditors when it comes to modeling credit risk is to
minimize risk, but also to grant as many loans as possible.

In the case of the 0.5 cut-off, the accuracy of the model was about 0.9, and
in the case of the 0.9 cut-off it was 0.59. Therefore, it can be concluded that
accuracy is not a universal method of measurement for a PD model and that we are
more interested in false-positive observations. One of the most common ways to
approach this problem and check the performance of the model is to see the rate of
true-positive and false-negative observations for different threshold values and to
construct the ROC curve.
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3
FPR

Figure 12. ROC Curve of PD Model
Source: our own computation

The graph above shows that the model is a good one, because the ROC
curve is to the left of the 45-degree dotted line. To find out exactly how good its
performance is, calculate the area under the curve (AUC). Its value is about 71%,
so the model has a reasonable performance.

Next, the performance of the model is analyzed using the Gini coefficient
and the Kolmogorov-Smirnov test. The first measures income inequality between
rich and poor people in an economy. In this case, it will be used to measure the
inequality between good and bad debtors.

To calculate the Gini coefficient, we need the cumulative percentage of the
population, the cumulative percentage of good customers and the cumulative
percentage of bad customers.

13 3 °
s o @

Cumulative % Bad

o
~

00 02 04 06 o8 10
Cumulative % Population

Figure 13. GINI Curve of PD Model
Source: our own computation

The Gini coefficient will be calculated using directly under the area under the
curve (AUC), as follows (Schatz, 2020):

GINI =2xAUC—-1=2%0.71-1=0.42

So, Gini is equal to 0.42, a pretty good value for a bank's client portfolio.
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4. Conclusions

The case study highlighted that the modeling of credit risk components
required the construction of dependent variables and the choice of a set of
independent variables. In the process of estimating the regression and p-value
coefficients for the PD model, we used logistic regression to model whether or not
the borrowers in the loan portfolio are in default. The first step was to apply the
same logistic model used in the case of PD, analyzing whether the dependent
variable represented by the recovery rate has the value zero or not.

In the test step of the model, we used the predict() or predict test()
methods specific to the sklearn library of the Python language to determine the
probabilities or predicted values of the dependent variables.

In the step of evaluating the performance of the PD model we used the
confusion matrix, we calculated the accuracy for two thresholds and we noticed
that this cannot be considered a good method of evaluating a model. Next, we used
the ROC curve and calculated the area under the curve, resulting in a reasonable
performance of the model. We also calculated the Gini coefficient using the area
under the curve.

Credit risk is the most important and most difficult to quantify the risk to
which a banking financial institution is exposed, the incorrect assessment of the
probability of default having serious consequences on that institution and beyond.
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